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Abstract

The past decade has seen a renewed interest in moral psychology. A unique feature of the present 

endeavor is its unprecedented interdisciplinarity. For the first time, cognitive, social, and developmental 

psychologists, neuroscientists, experimental philosophers, evolutionary biologists, and anthropologists 

collaborate to study the same or overlapping phenomena. This review focuses on moral judgments and 

is written from the perspective of cognitive psychologists interested in theories of the cognitive and 

affective processes underlying judgments in moral domains. The review will first present and discuss a 

variety of different theoretical and empirical approaches, including both behavioral and neuroscientific 

studies. We will then show how these theories can be applied to a selected number of specific research 

topics that have attracted particular interest in recent years, including the distinction between moral and 

conventional rules, moral dilemmas, the role of intention, and sacred/protected values. One overarching 

question we will address throughout the chapter is whether moral cognitions are distinct and special, or 

whether they can be subsumed under more domain-general mechanisms.

Key Words: moral psychology, moral judgment, norms, moral domains, intention, folk psychology, 

emotion, reasoning, cross-cultural psychology, neuroscience, trolley problem, convention, protected and 

sacred values, heuristics and biases, dual-process theory, moral grammar, side-effect effect
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Introduction
Th e past decade has seen a renewed interest in 

moral psychology. Empirical research on morality 
is not new, of course. Th ere has been a long tradi-
tion in diff erent fi elds, such as social and develop-
mental psychology. Nevertheless, a unique feature 
of the present endeavor is its unprecedented inter-
disciplinarity. For the fi rst time, cognitive, social, 
and developmental psychologists, neuroscientists, 
experimental philosophers, evolutionary biologists, 
and anthropologists collaborate to study the same 
or overlapping phenomena.

In this review, we will focus on research trying 
to elucidate the cognitive and aff ective founda-
tions of moral judgment. As a fi rst approximation 

one can say that moral judgments refer to the right-
ness or wrongness of specifi c acts or policies. A 
central question that will be repeatedly brought up 
in this review is whether we need a separate fi eld 
of moral psychology to study this specifi c class of 
judgments. Do moral judgments possess charac-
teristics that make them qualitatively distinct from 
other judgments? Th is question can be divided into 
two subquestions: (1) Are there moral rules people 
universally invoke when making moral judgments, 
and (2) Are moral cognitions a natural kind with 
specialized cognitive machinery, or are moral judg-
ments just a special case of judgments in general? 
We will try to answer these two questions by review-
ing recent studies investigating whether moral rules 
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are universal and whether there is evidence for an 
innate module devoted to moral cognitions.

Th e answer to the fi rst question seems to be 
no. Cross-cultural research has made it clear that 
although a variety of moral rules, such as “do no 
harm,” are strongly endorsed in Western cultures, 
at least by liberals, they are not universally endorsed 
(see Rai & Fiske, 2011). For example, whereas in 
some societies hitting and fi ghting is impermis-
sible, in other cultures certain forms of violence 
are praised. Some cultures allow violence only to 
outgroup members; others also encourage violence 
within their ingroup and fi nd it acceptable that 
children, women, or animals are harmed in some 
circumstances. Other moral domains, such as con-
cerns about sexuality, fairness, health, or food, are 
also highly variable (see Prinz, 2007; Rai & Fiske, 
2011; Sripada & Stich, 2006). Th us, the contents 
of moral rules vary widely across cultures.

One possibility to address the second question is 
to look at evidence showing that moral cognitions 
are innate. Th e evidence about lack of universality 
already indicates that it is unlikely that specifi c moral 
rules (e.g., “do no harm”) are innate. Although some 
researchers argue that some moral rules may be 
components of a universal moral grammar (Hauser, 
2006; Mikhail, 2011), the evidence for this claim is 
weak (see Prinz, 2007; also see section on “Moral 
Grammar Th eory”). Some researchers have therefore 
proposed that moral cognitions are nothing special: 
Moral reasoning is just domain-general reasoning 
with moral contents. Bucciarelli, Khemlani, and 
Johnson-Laird (2008) have, for example, claimed 
that moral reasoning can be modeled as deontic rea-
soning with the contents of the rules determined by 
cultural norms. Similarly, Gigerenzer (2010) claims 
that there is no special class of moral heuristics. 
Instead the same domain-general social heuristics 
guide moral and nonmoral behavior (e.g., “If there 
is a default, do nothing about it”). Although there 
can be no doubt that domain-general processes 
infl uence moral reasoning (see section on “Domain-
General Cognitive Th eories”), it also seems implau-
sible to fully reduce moral rules to deontic rules. 
Deontic rules do not diff erentiate between moral 
rules and mere, arbitrary conventions, which seem 
psychologically distinct (see section on “Th e Moral/
Conventional Distinction”).

Currently there is a debate about whether the 
evidence favors the theory that we are innately dis-
posed to acquire moral rules, which share a core con-
tent that may be variably instantiated in diff erent 

cultures (Hauser, 2006; Joyce, 2006), or whether we 
are simply disposed to acquire norms whatever their 
content may be. Sripada and Stich (2006) diff erenti-
ate norms from both moral rules and mere conven-
tions. Like moral rules, norms typically transcend 
mere conventions and are considered independent 
of what an authority says. People believe that the 
norms they follow should be honored as ends, not 
as means to achieve a goal. Moreover, norm viola-
tions often lead to punitive emotions, such as anger 
or guilt. However, people who endorse norms do 
not necessarily claim universality for them, a feature 
typically associated with moral rules (see section on 
“Th e Moral/Conventional Distinction”). Sripada 
and Stich (2006) have suggested a domain-general 
norm acquisition mechanism that is capable of 
acquiring norms, including moral ones, the specifi c 
contents of which are culture-dependent.

Th is dispute is hard to settle because it depends 
on how moral norms are distinguished from norms 
in general. Th e review by Machery and Mallon 
(2010) concludes that currently the most parsimo-
nious account is that people are universally disposed 
to acquire norms in general. Moral norms are then 
a special case; their contents are specifi ed by the cul-
ture in which a person is born.

Th e question whether there is a cognitive mod-
ule devoted to moral cognitions is also complicated 
by the fact that moral concerns may be subdivided 
into diff erent domains. Extending Shweder, Much, 
Mahapatra, and Park’s (1997) theory, Haidt and 
Joseph (2007) propose fi ve moral domains that are 
characterized by unique adaptive challenges, con-
tents, triggering stimuli, virtues, and emotions. In 
Western cultures concerns with Harm/Care and with 
Fairness/Reciprocity dominate. Harm/Care concerns 
are triggered by suff ering and distress, especially by 
one’s kin, and are accompanied by the emotion of 
compassion. Th e Fairness/Reciprocity domain deals 
with cheating, cooperation, and deception and is 
accompanied by the emotions anger, gratitude, and 
guilt. However, there are further domains. Ingroup/
Loyality norms regulate group cooperation through 
pride and anger, whereas Authority/Respect norms 
control hierarchies by recruiting the emotions respect 
and fear. Finally, many cultures are concerned with 
Purity/Sanctity, which consists of norms referring 
to food, health, and sexuality (thus conceiving the 
body as sacred), often enforced through feelings of 
disgust. Th ese moral values are not only needed to 
understand other cultures, but there are also dif-
ferences within the Western culture. For example, 
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conservatives are more likely than liberals to embrace 
all these values. In contrast, Western liberals mainly 
emphasize Harm and Fairness/Justice-based con-
cerns (Graham, Haidt, & Nosek, 2009; see also 
Wright & Baril, 2011).

Whereas Haidt and Joseph (2007) believe that 
these fi ve domains correspond to adaptations that led 
to innately specifi ed dispositions to acquire domain-
specifi c moral norms, Rai and Fiske (2011) present 
an alternative theory that views norms as mechanisms 
to regulate specifi c types of social relations. Unity is 
the motive to care for and support the integrity of 
ingroups, Hierarchy is the motive to respect rank in 
social groups, Equality is the motive for balanced in-
kind reciprocity, and Proportionality is the motive 
for rewards and punishments to be proportionate to 
merit and judgments to be based on a utilitarian calcu-
lus of costs and benefi ts (i.e., market pricing). People 
are simultaneously parts of several social relations so 
that moral norms may vary in diff erent contexts. For 
example, harm may be prohibited within ingroups 
that rely on the implicit assumption of Equality, 
whereas it may be obligatory when it is proposed in 
the context of Hierarchy (e.g., war) or Proportionality 
(e.g., punishment). Th is theory is consistent with the 
assumption that some moral norms are innate, but 
innateness claims here are not made about the norms 
but rather about the universality of specifi c types of 
social relations, where moral cognition is still part of 
broader social-relational cognition.

Our review of research on moral judgment will 
start with a critical discussion of competing theories 
of moral judgment. We will present these theories 
along with selected experimental behavioral and neu-
roscientifi c studies supporting the respective theory. 
We will then discuss these theories in the context 
of a selected number of specifi c research topics that 
have attracted particular interest in recent years.

Critical Review of Global Th eories
In this section we will review and discuss global 

theories of moral judgment. Although these theo-
ries typically are presented as general frameworks, it 
will turn out that the focus of the theories diff ers.

Kohlberg’s Rationalist Th eory
Kohlberg’s (1981) important theory of moral 

development, which was inspired by Piaget’s (1932) 
view is discussed in many current accounts as an 
example of a theory that views conscious moral rea-
soning as a central component of morality (Haidt, 
2001; Hauser, 2006). Kohlberg’s (1981) famous 

method to study moral competencies was simple. 
He presented subjects (mainly children and adoles-
cents) with dilemmas in which diff erent moral fac-
tors confl icted. For example, in the famous Heinz 
dilemma, Heinz’s dying wife can only be saved by 
taking a new drug that a pharmacist has developed. 
Th e production of the drug costs $200, but the phar-
macist charges $2,000, double of what Heinz can 
pay. Th e pharmacist refuses to sell the drug cheaper 
so that Heinz eventually decides to break into the 
pharmacy and steal the drug. Kohlberg asked his 
subjects whether Heinz should have done this. He 
was primarily interested in the justifi cations for the 
answers, which he coded to reconstruct the level of 
moral reasoning.

Kohlberg found that children from many cultures 
typically move through a sequence of levels and sub-
stages, although not everyone reaches the higher levels 
of reasoning (see also Crain, 1985). Level 1 represents 
preconventional morality. Th is level is characterized 
by an orientation toward the likely punishment or 
obedience toward fi xed rules (“do not steal”). In Level 
2, the level of conventional morality, typically reached 
in adolescence, values of family and society come 
into play. Here the children think that people should 
live up to the expectations of family and society, 
and be good persons. For example, Heinz’s behavior 
might be defended as good, whereas the pharmacist 
might be described as greedy. Later within Level 2, 
subjects become more concerned with society as a 
whole with an emphasis on laws, respecting authori-
ties, and performing duties to maintain social order. 
In Level 3, postconventional morality, the justifi ca-
tions transcend the level of norms and laws and focus 
on the legitimacy of the norms regulating society. In 
this stage violations of individual rights, such as lib-
erty and life, may be invoked to justify behavior that 
breaks the law.

Kohlberg did not believe in innate factors driving 
moral development but rather viewed the transi-
tion between levels as driven by the opportunities 
aff orded in everyday social interactions. Change 
may occur as a result of everyday role taking and 
perspective change fostering empathy, or it may be 
driven by refl ections about moral situations.

Discussion
Kohlberg was a rationalist. He believed that 

our moral judgments are driven by reasoning pro-
cesses, and that progress in moral development is 
driven by refl ections and discussions. Many current 
theories criticize this rationalist assumption. For 
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example, Haidt (2001) argues that moral intuitions 
are primarily based on unconscious intuitions, with 
justifi cations being post hoc rationalizations (see 
section on “Haidt’s Social Intuitionist Model”). 
Th us, it can be questioned whether the justifi ca-
tions Kohlberg elicited really caused the intuitions 
in the moral dilemmas. Other researchers acknowl-
edge that occasionally moral intuitions may be 
based on reasoning processes, but they argue there 
are also important cases in which we do not have 
conscious access to the factors driving our intu-
itions (see Cushman, Young, & Hauser, 2006). A 
related critique is that Kohlberg’s focus on levels and 
stages underestimates the context dependency and 
variability of moral reasoning. Moral intuitions in 
diff erent cases may be driven by diff erent context 
factors so that the reduction to a general level may 
be an oversimplifi cation.

Kohlberg’s theory has also been criticized as cul-
turally biased (see also Gilligan, 1982, for the claim 
that Kohlberg’s higher levels are biased toward the 
reasoning of males). Kohlberg argues that people in 
all cultures go through the same levels, but there may 
be diff erences in the rates of development and the 
end state. For example, he found that in urban con-
texts people typically reach Level 2 and some lower 
stages of Level 3, whereas in tribal communities and 
small villages, Level 1 is rarely surpassed. Simpson 
(1974) argues that Kohlberg has developed a stage 
model based on the Western philosophical tradition 
and has then imposed it on non-Western cultures. 
Kohlberg’s response was that his theory is not about 
the specifi c values diff erent cultures endorse but 
about general modes of reasoning, but this position 
has become increasingly questionable in light of 
the diminished role of justifi cations as evidence for 
morality in current theories.

Emotion-based Th eories
Kohlberg’s (1981) theory can be traced back to 

rationalist philosophy. Moral reasoning is described 
as conscious deliberation; the sequence of moral 
stages seems to lead toward ethical positions that 
have been elaborated in Kant’s (1959) and Rawls’ 
(1971) philosophy. Many current theories are 
instead infl uenced by Hume’s (1960) philosophy 
of morality. Hume held the view that moral dis-
tinctions are not results of reasoning processes but 
can be derived, analogous to aesthetic judgments, 
from aff ectively laden moral sentiments: feelings 
of approval and disapproval felt by spectators who 
contemplate a character’s trait or action.

Haidt’s Social Intuitionist Model
Inspired by Hume, Haidt (2001) defi nes moral 

judgments as “evaluations (good vs. bad) of the 
actions or character of a person that are made with 
respect to a set of virtues held to be obligatory by 
a culture or subculture” (p. 817). In his model an 
important distinction is between reasoning, a con-
scious activity in which conclusions are derived 
through several steps, and intuition, also a cogni-
tive process that is characterized “as the sudden 
appearance in consciousness of a moral judgment, 
including an aff ective valence (good-bad, like-dis-
like), without any conscious awareness of having 
gone through steps of searching, weighing evidence, 
or inferring a conclusion” (p. 818). Th us, whereas 
reasoning is largely conscious, intuition is based on 
automatic, unconscious processes.

In his social intuitionist model, the primary link 
underwriting moral judgments is the link between 
the eliciting situations and moral intuitions. 
Reasoning processes may modify judgments, but in 
the model they are optional and start after initial 
intuitions have been formed. Th e role of reasoning 
is often to provide post hoc rationalizations of the 
already formed moral intuitions. Occasionally, pri-
vate reasoning may override the initial intuitions, 
but this is relatively rare. Apart from these processes 
that occur within the individual, the model also 
contains links to other members of the social group. 
Other people may be infl uenced by moral judg-
ments, or they may change their minds on the basis 
of discussions. Moreover, the intuitions and reason-
ing of others may infl uence the moral intuitions of 
the individual. Th us, individuals are embedded in 
social contexts and their norms.

Evidence for the existence of a direct intuitive 
link comes from a number of studies (see Haidt, 
2001, 2007; Haidt & Kesebir, 2010). In several 
studies about harmless taboo violations (e.g., eat-
ing a pet dog; a consensual incestuous relation with 
birth control), many subjects judged that the acts 
were morally wrong but were unable to provide rea-
sons for their judgments (i.e., moral dumbfound-
ing; see Haidt & Hersh, 2001; Haidt, Koller, & 
Dias, 1993). Moral dumbfounding can be viewed 
as evidence for the unconscious elicitation of moral 
intuitions.

Th e automaticity of moral judgments may lead 
to misattributions of consciously accessible aff ects. 
For example, Wheatley and Haidt (2005) selected 
highly hypnotizable subjects who were given a post-
hypnotic suggestion to feel a fl ash of disgust when 
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they read an arbitrary word. Moral vignettes were 
presented that did or did not contain the word. Th e 
results showed that moral judgments can be made 
more severe by the presence of the hypnotically trig-
gered disgust. In a related study, Schnall, Haidt, 
Clore, and Jordan (2008) manipulated the context 
in which subjects made moral judgments about a 
character in a story. Subjects who scored high on a 
private body consciousness scale made harsher judg-
ments in the presence of a bad smell (“fart spray”) 
than in its absence. Similarly, Eskine, Kacinik, and 
Prinz (2011) showed that the taste of a beverage 
infl uences moral judgments about other people.

Although our focus in the present chapter is on 
theories of moral reasoning, it should be noted that 
Haidt is a social psychologist who is mainly inter-
ested in processes that go beyond individual rea-
soning (see Haidt, 2007; Haidt & Kesebir, 2010). 
Individuals are embedded in large social contexts in 
which they infl uence others, as they are infl uenced 
by others. Th us, whereas many researchers have 
used the model of a lonely “intuitive scientist” to 
study moral reasoning, Haidt prefers the metaphor 
of an “intuitive politician.” Th e focus on larger 
social contexts also highlights the important role of 
group norms, cooperation, and methods of the soci-
ety to punish defectors, which are often neglected in 
research centered on judgment and decision mak-
ing (see also Haidt’s theory of moral domains in the 
“Introduction” to this chapter).

Discussion
Although Haidt’s primary interest is social and 

culture psychology, we will focus here on his ideas 
about moral judgment. His approach proved a 
valuable contrast to the rationalist approaches of 
Kohlberg (1981). Numerous fi ndings show that 
moral judgments can be intuitive and automatic. 
However, from the viewpoint of cognitive psychol-
ogy, the contrast between reasoning and intuition 
excludes important possibilities in the middle. In 
modern theories of reasoning, it is rarely assumed 
that the steps undertaken by the reasoner are fully 
accessible to consciousness (see Harman, Mason, & 
Sinnott-Armstrong, 2010). Mental model theory, 
Bayesian theories, and even mental logic theory 
postulate various processes that work below the 
threshold of conscious awareness.

A further problem is that the step between elicit-
ing situation and intuition remains largely opaque 
in Haidt’s (2001) theory. Although Haidt acknowl-
edges that intuitions are based on cognitive processes, 

and Haidt and Kesebir (2010) even mention that 
heuristics may play an important role, there is no 
worked-out theory of how specifi c situations lead 
to particular moral intuitions. A cognitive-aff ective 
theory of moral intuitions needs to specify how 
moral scenarios are perceived and categorized, and 
how these initial appraisals are further processed. Of 
course, the information processing steps and repre-
sentations leading to moral intuitions may well be 
unconscious or only partly conscious.

Finally, the claim that moral intuition is primary 
and that reasoning is secondary has led to critiques. 
Although it seems plausible that this relation often 
holds given that intuitions are based on faster pro-
cesses than reasoning, there are certainly also cases in 
which people do not have clear initial intuitions and 
arrive at their judgments after careful deliberation (see 
Haidt & Kesebir, 2010; Paxton & Greene, 2010).

The Place of Emotions 
in Moral Judgments

In Haidt’s (2001) theory, aff ective evaluations 
play an important role in moral intuitions, but the 
exact role of them is left open. In fact, virtually every 
theory of moral reasoning acknowledges that emo-
tions are an important part of our moral judgments. 
Even Kant (1959), in his rationalist philosophy of 
morals, claims that moral judgments are typically 
accompanied by moral feelings. What is debated is 
the exact place of emotions in moral judgments.

Diff erent positions can be distinguished (see 
Hauser, 2006; Huebner, Dwyer, & Hauser, 2009; 
Prinz & Nichols, 2010). Th e Kantian approach, 
which postulates that deliberate conscious reason-
ing processes generally precede emotions, is refuted 
by the fi ndings discussed in the section on “Haidt’s 
Social Intuitionist Model.” Numerous studies have 
shown that moral judgments are often immediately 
triggered without extensive refl ections.

A second possibility, in the tradition of Hume’s 
ideas, views moral judgments as caused by distinct 
prior emotions. Th e problem with this approach is 
that it is unclear which emotions trigger distinctly 
moral judgments and how these emotions are 
caused. For example, feelings of disgust may alter 
moral evaluations (Schnall et al., 2008; Wheatley & 
Haidt, 2005), but not all feelings of disgust lead to 
moral judgments. Also there is no clear unambigu-
ous relation between aff ects and judgments. Feelings 
of pity and compassion may occur when we observe 
immoral torture but also when we watch a lifesaving 
amputation of a leg. Th us, it seems more likely that 
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aff ects, such as disgust, moderate moral evaluations 
that are already independently triggered by signal-
ing the degree of aversiveness or disutility.

Th ese problems have led Nichols (2004) to his 
“sentimental rules” theory. Nichols argues that moral 
judgments are fed by two components: a normative 
theory and a system of emotions. Th e normative 
theory specifi es the content of moral rules that are 
acquired in a specifi c sociocultural environment; the 
emotions alter their character, which includes being 
considered serious and authority independent (see 
section on “Th e Moral/Conventional Distinction”). 
Due to the presence of emotions, moral rules acquire 
their force and impact (i.e., emotion-backed rules). 
Moral judgments in the absence of emotions are pos-
sible but rare in healthy subjects. Such judgments 
would also not have the same force and strength as 
judgments based on emotion-backed rules. Prinz 
(2007) proposes a related theory but questions the 
possibility of separating emotions from moral judg-
ments. In his view, moral concepts, such as “moral” 
or “immoral,” contain emotions as essential compo-
nents (as in Hume’s account).

Th e present research does not allow us to empirically 
decide between these positions (see Huebner et al., 
2009). Studies in which aff ect was manipulated prior 
to or simultaneous with the scenarios (e.g., Valdesolo 
& DeSteno, 2006; Wheatley & Haidt, 2005) show 
that aff ect infl uences judgments; they do not dem-
onstrate that emotions are necessary for moral judg-
ments. Th ey might instead aff ect the interpretation 
of the scenario, the evaluation of the outcomes, or 
the interpretation of the test question.

Th e results of neuroimaging and neuropsycho-
logical studies are also ambiguous. Neuroimaging 
studies have shown that emotional responses are 
integral components of moral reasoning. For exam-
ple, an increased activity in the frontal polar cortex 
(FPC) and medial frontal gyrus was seen in moral 
judgments compared to judgments of nonmoral 
claims (Moll et al., 2002, Moll, de Oliveira-Souza, 
& Eslinger, 2003; see also Greene, Sommerville, 
Nystrom, Darley, & Cohen, 2001).Similarly, neu-
ropsychological studies provide strong evidence for 
the role of emotions in morality. For example, fron-
totemporal dementia patients, who suff er from the 
deterioration of their prefrontal and anterior tem-
poral cortex, show blunted emotions, disregard for 
others, and a willingness to engage in moral trans-
gressions (Damasio, 1994; Mendez, Anderson, & 
Shapira, 2005). However, the exact functional role 
of emotion remains unclear.

Th e most interesting evidence comes from a 
study by Koenigs et al. (2007; see also Ciaramelli, 
Muccioli, Làdavas, & di Pellegrino, 2007). Damage 
to the ventromedial prefrontal cortex (VMPC) leads 
to an emotional fl attening and to a decreased ability 
to anticipate rewards and punishments (Damasio, 
1994). Koenigs and colleagues showed that VMPC 
patients were generally able to evaluate moral dilem-
mas in which a victim needs to be sacrifi ced to save 
others like healthy subjects, but they diff ered in 
high-confl ict dilemmas, which cause strong emo-
tional responses in healthy subjects. Whereas these 
healthy subjects were primarily led by their aff ec-
tive responses, the VMPC patients opted for a con-
sequentialist resolution, which simply compared 
numbers of victims (see also sections on “Dual-Process 
Th eory,” “Moral Grammar Th eory,” and “Moral 
Dilemmas”). Recently, Bartels and Pizarro (2011) 
extended these fi ndings by showing that healthy 
participants who had higher scores on measures of 
Machiavellianism, psychopathy, and life meaning-
lessness indicated greater endorsement of utilitarian 
solutions. Again these studies show that in healthy 
subjects emotions infl uence judgments, but it is 
unclear how. Huebner and colleagues (2009) suggest 
that emotions in these cases may infl uence the inter-
pretation of the scenario. Emotionally salient out-
comes may be downplayed by the VMPC patients, 
and this in turn aff ects the moral evaluations.

Another strategy to elucidate the role of emo-
tions in moral judgments is to take a closer look at 
the emotions that accompany judgments (see also 
Prinz & Nichols, 2010). Th e philosopher Williams 
(1985) has distinguished “thin” (e.g., good, bad) 
from “thick” moral concepts that are loaded with 
content (e.g., cruelty, courage). Similarly, in emo-
tion research one can study thin aff ects (e.g., posi-
tive, negative) that may occur in the absence of 
awareness of the triggering conditions, or emotions 
can be described as thick relational concepts that 
have moral content and trigger specifi c moral behav-
ior. Th is position views emotions as cognitively 
entrenched (Lazarus, 1991), and it is consistent 
with the views that moral emotions are constitutive 
of moral judgments (Prinz, 2007) or are strongly 
attached to moral rules (Nichols, 2004). Examples 
of moral emotions are anger and guilt. According to 
Prinz and Nichols (2010), anger is typically elicited 
by a violation of somebody’s autonomy and often 
motivates retaliatory acts. In contrast, guilt is elic-
ited by the feeling of direct or indirect responsibility 
for somebody’s harm, especially when the harmed 
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person belongs to the ingroup so that there is a 
threat of separation or exclusion. Both emotions 
not only express aff ects but are constitutive for the 
expression of specifi c moral values.

Dual-Process Th eory
All theories we have discussed so far acknowl-

edge that both conscious reasoning and emotion-
based intuitions play an important role in moral 
judgments. Th ey diff er, however, in what process 
they consider primary. A further theory, the dual-
process model proposed by Greene and colleagues, 
claims that our brains contain multiple systems 
driving moral intuitions, one devoted to rational, 
the other to emotional processes. Th e system under-
lying rational deliberations is slow, eff ortful, and 
controlled, whereas the aff ective system consists 
of automatic, largely unconscious, intuition-based 
processes (see Cushman, Young, & Greene, 2010, 
for an overview).

Initial evidence for the dual-process theory comes 
from a neuroimaging study by Greene et al. (2001). 
Th is study investigated moral dilemmas, such as 
the trolley dilemma (Foot, 1967; Th omson, 1985), 
which will be more extensively discussed in the sec-
tion on “Moral Dilemmas.” Th e basic scenario in 
trolley dilemmas describes a runaway trolley threat-
ening to kill fi ve people on the track. Many people 
fi nd it permissible to fl ip a switch that redirects the 
train onto a side track where only one person would 
be killed (bystander version), whereas it is generally 
considered impermissible to shove a person onto the 
tracks to stop the train (footbridge version), despite 
the fact that in both scenarios one person would be 
killed instead of fi ve (Hauser, Cushman, Young, Jin, 
& Mikhail, 2007; see also Fig. 19.1). Greene and 
colleagues argued that the footbridge case is more 
personal and therefore triggers a negative aff ective 
response, consistent with deontological philosophy, 
whereas the bystander version is more impersonal, 
which therefore leads to a consequentialist weigh-
ing of lives harmed. Th us, the theory is that there 
are two separate systems in the brain, one triggering 
aff ect-based, and the other rational, consequentialist 
responses. Th e nature of the moral dilemma decides 
which system predominates. Supporting this theory, 
the results of Greene at al. (2001) indeed showed 
that brain regions associated with emotions, such 
as the medial prefrontal cortex, were more active 
with personal dilemmas, whereas brain regions 
associated with controlled cognitive processes such 
as working memory and abstract reasoning were 

more active with impersonal dilemmas. Greene et 
al. (2001) also reported reaction time data favoring 
their theory, but a reanalysis by McGuire, Langdon, 
Coltheart, and Mackenzie (2009) shows that outli-
ers that needed to be removed are mainly respon-
sible for the observed pattern.

In follow-up studies, Greene and colleagues pre-
sented particularly diffi  cult “high-confl ict” dilem-
mas (see also “Th e Place of Emotions in Moral 
Judgments”). For example, in one example a situ-
ation is presented in which the father of a crying 
baby can only save his other children from enemy 
soldiers if he smothers his crying child to death; oth-
erwise all children including the crying one would 
be killed. Greene, Nystrom, Engell, Darley, and 
Cohen (2004) have shown that in such cases the 
anterior cingulate cortex (ACC) is active, which is 
involved when incompatible responses are activated. 
Moreover, consistent with the dual-process theory, 
the dorsolateral prefrontal cortex was more active 
when what Greene et al. viewed as the “consequen-
tialist” response (i.e., killing the baby) was given. 
In a related study, Greene, Morelli, Lowenberg, 
Nystrom, and Cohen (2008) presented subjects 
with such hard moral dilemmas while at the same 
time exposing them to a cognitively demanding 
secondary task. Th e results showed that only the 
“consequentialist” responses were slowed down by 
this procedure, which had no eff ect on the aff ect-
based (according to Greene et al. “deontological”) 
responses. Similarly Suter and Hertwig (2011) 
manipulated how much time they granted their 
subjects to render a judgment in order to constrain 
controlled processes. Th ey found more “deontologi-
cal” responses under strict time constraints than in 
the contrasting condition in which subjects had 
more time to respond.

Whereas these fi ndings showed selective inter-
ference with the assumed consequentialist brain 
area, the studies with patients with VMPC lesions 
discussed in “Th e Place of Emotions in Moral 
Judgments” are evidence for interference with the 
emotional areas. Th ese patients tended to give the 
“consequentialist” answer in high-confl ict dilem-
mas, while the emotion-based response was blunted 
(Koenigs et al., 2007; Mendez et al., 2005).

Discussion
Multisystem theories are attractive in many areas 

because they integrate a large body of diff erent fi nd-
ings compared to single-system theories, which are 
less fl exible. However, the particular version of a 
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dual-system theory by Greene and colleagues has 
drawn a number of critiques. Prinz (2008) argues 
that the results of Greene et al.’s (2001) study are 
consistent with the view that the dilemmas trigger 
a strong negative emotional response to harming an 
innocent bystander and a weaker positive emotional 
response to saving fi ve potential victims. Diff erences 
in salience of the harming versus the saving options 
may explain the observed patterns. Moll and De 
Oliveira-Souza (2007) suggest that diff erential acti-
vations of brain areas underlie diff erent prosocial 
emotions, which integrate emotional and cognitive 
processes rather than putting them in confl ict.

A further possible critique concerns the interpre-
tation of the contents of the two postulated brain 
areas. Although the exact characterization shifts 
across publications (see Cushman et al., 2010), the 
brain areas identifi ed as underlying moral judg-
ments were often characterized using labels describ-
ing philosophical positions, such as deontological 
and consequentialist (see Greene, 2008). However, 
it is questionable whether diff erent brain areas 
embody complex contentful moral philosophies 
rather than more domain-general processes, such 
as aff ective reactions versus rational deliberations. 
Moreover, Kahane et al. (in press) have pointed 
out a confounding: In the experimental scenarios 
used by Greene and colleagues (2001, 2004) the 
deontological option is always also the more intui-
tive one. Th us, the discovered asymmetries between 
responses corresponding to deontological vs. conse-
quentialist rules might in fact be due to diff erences 
in intuitiveness. Using additional scenarios in which 
the consequentialist response is more intuitive than 
the deontological one (e.g., lying in order to prevent 
serious harm), Kahane and colleagues demonstrated 
that characteristic diff erences in neural activation 
are more closely related to the intuitiveness of the 
response options than to their deontological versus 
consequentialist content.

Furthermore, the characterization of responses 
based on numbers of saved lives as consequentialist 
overstates the fi nding. For example, the people who 
judge killing the baby to be acceptable in the crying 
baby dilemma outlined earlier need not have applied 
a consequentialist moral philosophy; the same con-
clusion could have been reached by application of a 
deontological rule (Kamm, 2007) or without refer-
ence to any formal moral theory (see also Kahane 
& Shackel, 2008). So far, there is no evidence that 
a version of an intuitive consequentialist theory is 
coded anywhere in the brains of naïve subjects. It 

would be more parsimonious to say that in diff erent 
conditions diff erent aspects of the scenarios (for 
example, acts versus number of victims) are high-
lighted (cf. Bartels, 2008). Th is interpretation 
would also have the advantage that VMPC patients 
and psychopaths would not have to be viewed as 
particularly rationalist, consequentialist reasoners 
(see also Bartels & Pizarro, 2011).

Finally, there are diff erent versions of dual-process 
theories, which seem equally consistent with the data 
(see Evans, 2007; Evans, Chapter 8). One possibil-
ity is the theory endorsed by Greene and colleagues, 
which assumes there are two dissociable systems that 
operate independently, acquire diff erent knowledge, 
and compete in the control of behavior. However, 
another possibility is that there is only a single data-
base (e.g., trolley dilemmas with various features, 
such as acts and outcomes) and sequential processes 
operating on these representations. Th e initial fast 
processes may lead to heuristic or emotion-based 
judgments, whereas in some circumstances the output 
of the initial pass is further processed by more eff ort-
ful, controlled processes (Evans, 2007; Kahneman & 
Frederick, 2005). Th is theory would also explain the 
fi ndings without the need to postulate multiple brain 
areas embodying diff erent moral philosophies.

Moral Grammar Th eory
Th e theories we have discussed so far largely focus 

on whether moral reasoning is driven by intuitive 
aff ective processes or by conscious reasoning. None of 
the theories specifi es a precise computational mech-
anism that translates situational input into moral 
judgments. It is the contribution of Mikhail (2007, 
2011 to rise to the challenge and present a sketch 
of such a computational theory (see also Hauser, 
2006). Like the other modern theorists, Mikhail 
accepts that moral judgments are typically not 
based on conscious deliberate reasoning. However, 
this does not mean that the underlying processes 
cannot be reconstructed as steps of computational 
information processing. Most cognitive theories, in 
both higher and lower order cognition, assume the 
operation of unconscious processes underlying the 
mental products that rise to consciousness.

Mikhail’s theory of universal moral grammar is 
inspired by Chomsky’s (1957) linguistic grammar 
theory. We have intuitions about the grammaticality 
of sentences, which can be explained as the output 
of the operation of a complex unconscious system 
of syntactic rules. Similarly, Mikhail argues that our 
judgments of moral permissibility may be driven by 
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an unconscious moral grammar that contains moral 
rules. Th e moral grammar theory holds that indi-
viduals are intuitive lawyers who possess unconscious 
knowledge of a rich set of legal rules along with a 
natural readiness to compute mental representations 
of human acts and omissions in legally cognizable 
terms. Following Chomsky, Mikhail claims that the 
moral grammar is innate and universal. Th e innate-
ness claim is defended by a variant of the poverty of 
stimulus argument, according to which the learning 
input of children would not suffi  ciently constrain the 
moral rules they seamlessly acquire. A further argu-
ment is that people often have clear moral intuitions 
without being able to verbally explicate or justify 
them (Cushman et al., 2006). Empirical support for 
the theory mainly comes from a large Internet study 
in which thousands of subjects from various countries 
were confronted with variations of the trolley and 
other dilemmas (see section on “Moral Dilemmas”).

Moral grammar theory specifi es a series of com-
putational steps transforming the observed stimuli 
into morally relevant internal representations. 
Initially a set of conversion rules encodes the tempo-
ral structure of the presented stimulus (e.g., a trolley 
dilemma) and transforms it into a representation of 
the underlying causal structure. For example, in the 
bystander dilemma (see sections on “Dual-Process 
Th eory” and “Moral Dilemmas”; see also Fig. 19.1), 
the temporally ordered events “throwing a switch,” 
“turning the train,” and “killing one man” are inte-
grated into a causal chain representation. Th is way 
knowledge is acquired about morally relevant causal 
features, such as whether death is a side eff ect or a 
means of the proposed act or omission. Next, other 
conversion rules translate the causal representation 
into a moral representation by assigning evaluations 
to the eff ects (good vs. bad). Th is representation 
is further converted into a representation of the 
underlying intentional structure. In a scenario with 
both good and bad eff ects, it is by default assumed 
that the good outcome is the intended outcome, 
whereas the side eff ect is simply foreseen. However, 
if the bad eff ect is a means to a good outcome, it 
necessarily is intended, because it constitutes the 
only route to the good eff ect. Further morally rel-
evant information is fi lled in, such as whether the 
act is a case of intentional battery or whether the 
victim is harmed without having given consent. 
Finally, a set of deontic rules is applied to the fi nal 
representation of the stimulus, yielding a judgment 
of obligation, permissibility or prohibition of the 
encoded action.

So far Mikhail (2009) has focused on two deontic 
rules, which are particularly relevant for trolley 
dilemmas. Th e “prohibition of battery and homicide” 
forbids an agent to purposely cause harm to a non-
consenting victim. A second rule, the doctrine of dou-
ble eff ect (DDE), can be traced back to Aquinas and 
to Roman Catholic theology from the 19th century. 
Th e correct interpretation of this doctrine is under 
dispute (see Woodward, 2001). Double eff ect refers 
to the two eff ects an action might have, the intended 
goal and a foreseen but unintended side eff ect. 
According to Mikhail’s (2009) reading of the DDE, 
an otherwise prohibited act, such as battery or homi-
cide, with good and bad eff ects may be permissible if 
the prohibited act itself is not directly intended, only 
the good outcomes are intended, the bad ones merely 
foreseen, the good eff ects outweigh the bad one, and 
there are no better alternatives. Th is rule is consis-
tent with the fi nding that people typically consider it 
acceptable to redirect the trolley in the bystander ver-
sion but oppose the act in the footbridge version. In 
the bystander version the act generates a bad eff ect as 
a side eff ect, which is not intended but only foreseen, 
whereas in the footbridge version a person is directly 
killed as a means to a greater good. Th us, this is a case 
of intentional battery.

Discussion
Although to date the computational theory under-

lying moral grammar theory is only a sketch of a 
model, its precision and detail vastly surpass what 
other moral theories currently off er. Th e focus on pro-
cessing details may also be the reason why the scope 
of the model is thus far limited. It is clearly developed 
to account for trolley dilemma intuitions, whereas it 
is less clear how other moral cases will be handled.

Th e focus on a restricted class of harm-based 
dilemmas and on deontic rules that are taken from 
Western moral philosophy (e.g., DDE) cast doubt 
on the claim that the theory is universally valid as 
claimed. Although the Internet study has collected 
data in numerous cultures, we will show in the section 
on “Moral Dilemmas” that alternative explanations 
of the eff ects are plausible. It seems questionable that 
a principle, such as the DDE, is universally valid. 
Even an initially plausible deontic principle, such as 
the prohibition of intentional battery, does not seem 
to hold universally (see “Introduction”).

In some versions of the moral grammar theory, the 
analogy to Chomsky’s (1957) grammar theory is car-
ried even further to accommodate fi ndings of inter-
cultural diff erences. In his principles and parameter 

OUP UNCORRECTED PROOF – FIRST-PROOF, 11/30/11, NEWGEN

19_Holyoak_Ch19.indd   28219_Holyoak_Ch19.indd   282 11/30/2011   10:40:57 AM11/30/2011   10:40:57 AM



 waldmann,  nagel,  wiegmann 283

theories, Chomsky claimed that we are born with a 
universal innate grammar that contains fi xed princi-
ples but also parameters that are set by the linguistic 
environment of the person. Th is model explains why 
people are able to quickly learn very diff erent lan-
guages with diff erences in the syntax. Analogously, 
it has been argued that moral grammar may con-
tain principles, such as the doctrine of double eff ect, 
and parameters that are set by the culture (Dwyer, 
2006; Hauser, 2006; Roedder & Harman, 2010). 
However, no formal version of a moral grammar of 
this kind has been worked out yet, so this proposal 
remains untestable. Moreover, moral principles, such 
as the doctrine of double eff ect, combine domain-
specifi c rules with domain-general processes (e.g., 
intentional and causal analyses) so that it is unclear 
how both types of processes are organized within an 
innate module (see also Cushman & Young, 2011).

Th ere are further critiques casting doubts on the 
analogy between moral grammar and Chomsky’s 
(1957) syntax theory (see also Dupoux & Jacob, 
2007). First, it seems questionable to compare 
grammaticality judgments with permissibility judg-
ments. Whereas with suffi  cient training about the 
meaning of the concept of syntax we know whether 
a sentence like “colorless green ideas sleep furiously” 
is grammatical, our moral intuitions, even with pro-
fessional training, are extremely context sensitive and 
hardly ever clear cut. It seems unlikely that the fac-
tors infl uencing moral judgments are encapsulated 
in a way that warrants the modularity assumption. 
Moral intuitions seem to be closer to semantics and 
pragmatics than syntax. Moreover, the fact that peo-
ple do not have conscious knowledge about moral 
rules does not entail innateness. Th ere is a large lit-
erature on artifi cial grammar learning, for example, 
which similarly demonstrates judgments in the 
absence of valid verbal justifi cations (see Litman & 
Reber, 2005, for an overview).

Th ese critiques do not diminish the contribu-
tion of Mikhail (2009). It is possible to work on a 
theory of moral rules without accepting the innate-
ness or universality claims. In fact, the hypothesis 
that moral judgments are driven by moral princi-
ples, such as the doctrine of double eff ect, can easily 
be isolated from other claims (see Cushman et al., 
2010) and can be tested independently (see section 
on “Moral Dilemmas”).

Moral Heuristics
A further approach to studying moral judgments 

is motivated by the heuristics and biases paradigm, 

which comes in several, often competing variants (see 
Sinnott-Armstrong, Young, & Cushman, 2010). A 
general assumption underlying research on heuristics 
is that people use mental shortcuts or rules of thumb 
that generally work well but also lead to systematic 
errors in specifi c circumstances (see Sunstein, 2005). 
Heuristics may operate consciously or unconsciously. 
We will restrict our discussion here to contentful 
heuristics; a discussion of the role of aff ect, which has 
also sometimes been described in terms of heuristics, 
will not be repeated here (see section on “Th e Place 
of Emotions in Moral Judgments”).

One specifi c characterization of the concept of 
heuristics describes their use as attribute substitution 
(Kahneman & Frederick, 2005). Often target attri-
butes T of an object X are not easily accessible so 
that a person instead uses an attribute H, the heuris-
tic attribute, which is correlated with X and is more 
accessible. Th e user of the heuristic tends to believe 
in T when H is present. Th is simple model applies 
to many cases within the heuristics and biases pro-
gram. For example, it has been shown that availabil-
ity (H) is used to infer probability (T) of an event 
(X) (Kahneman, Slovic, & Tversky, 1982). Or in a 
competing theory context it has been shown that 
recognition (H) is often used as the basis of deci-
sions about the size (T) of cities (X) (Gigerenzer, 
Todd, & the ABC Research Group, 1999).

Th is general framework has also been applied to 
moral reasoning. Baron (1994, 1998) has argued 
that consequentialism or utilitarianism provides 
normatively correct answers in questions of moral-
ity. But people who are not philosophically trained 
do not think along the lines of these normative 
theories, but rather use simple heuristics that often 
mislead them because they lead to overgeneraliza-
tions beyond the contexts in which they provide 
useful advice. Baron and his colleagues have tried to 
show that people are not thinking according to the 
normative consequentialist guidelines but instead 
use simple heuristics.

An example of such a heuristic is the “do no 
harm” heuristic, which may underlie the common 
intuition that it is worse for a physician to kill a 
patient with a deadly disease then let him die by 
refraining from any kind of medical intervention. 
Consequentialist philosophers argue that these cases 
should be treated equivalently (Singer, 1979). Baron 
and colleagues have shown in a number of well-con-
trolled experiments that people consider harmful 
acts worse than harmful omissions with otherwise 
identical, predictable outcomes (i.e., omission bias). 
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For example, Spranca, Minsk, and Baron (1991) 
found that people fi nd it worse when somebody 
who wants to harm a person off ers this person a 
food item with an allergenic ingredient than when 
she passively watches the person who does not know 
about the ingredient taking this item himself.

A related research view has been suggested by 
Sunstein (2005), who subscribes to a weak non-
utilitarian form of consequentialism that also 
might count types of acts or violations of rights 
as relevant consequences that need to be weighed. 
Otherwise the general approach is similar to 
Baron’s. Sunstein has developed a catalog of heu-
ristics, for example, “do no harm,” “people should 
not engage in wrongdoing for a fee,” “punish and 
do not reward betrayals of trust,” or “do not tam-
per with nature” (see also Baron, 1998). Th is list 
of heuristics seems to come straight from Western 
deontological philosophy.

Discussion
Many of the previously discussed moral theories 

have left the aspect of cognitive appraisal of the 
situation unspecifi ed. Th eories of moral heuristics 
represent an important step in the direction of 
specifying the rules that may underlie moral evalu-
ations. However, it can be questioned whether the 
normative foundation of the heuristics approach 
holds in moral reasoning. In nonmoral tasks, such 
as the estimation of city sizes, the target attributes 
can be clearly measured and compared with the 
output of the heuristics. In moral domains it is far 
less clear what the target attributes are (see Sinnott-
Armstrong et al., 2010). To evaluate a heuristic, it 
would be necessary to use a normative theory, and 
in ethics, even more than in other fi elds, there is no 
agreement about the proper normative theory. For 
various reasons, in psychology, consequentialism has 
been proposed as the yardstick for ethical judgments 
(Baron, 1994; Greene, 2008; Sunstein, 2005), but 
once we delve into the philosophical literature it 
becomes clear that there are various versions of con-
sequentialist and nonconsequentialist ethics that are 
defensible (see Kamm, 2007; Parfi t, 2011; Scanlon, 
1999). For example, it is far from clear whether kill-
ing should really be viewed as equivalent to letting 
die (Kamm, 2007). Moreover, it can be argued that 
although a utilitarian cost-benefi t analysis may be 
appropriate in small worlds with limited options, in 
realistic scenarios relevant information about possi-
ble outcomes, probabilities, and costs and benefi ts is 
simply not available to make such a complex strategy 

reliably applicable (Bennis, Medin, & Bartels, 2010; 
Binmore, 2008; Gigerenzer, 2010).

Once we abandon the commitment to a specifi c 
normative ethical position, the distinction between 
heuristic and target attribute breaks down. A heu-
ristic, such as “do no harm,” may then be better 
framed as part of a deontological target theory 
that people happen to endorse (Sinnott-Armstrong 
et al., 2010). Instead of classifying simple moral 
rules as heuristics for a target attribute, it may be 
more productive to empirically study them as build-
ing blocks underlying moral judgments. It will prob-
ably turn out that one-sentence rules are too simple 
to explain the many subtle context eff ects that are 
known. For example, the research on the trolley 
dilemma shows that people do not generally invoke 
a “do no harm” rule; and even a more complex 
rule, such as the doctrine of double eff ect, does not 
provide a complete theory (see section on “Moral 
Dilemmas”). Th e research shows that far more com-
plex intuitive theories underlie appraisal processes 
than the heuristics approach suggests. Moreover, 
complex intuitive systems of rules may only be one 
possible way to represent moral knowledge. Other 
possibilities include memory for exemplars (e.g., of 
moral transgressions) or prototype representations 
(see Harman et al., 2010; Sripada & Stich, 2006).

Domain-General Cognitive Th eories
We have discussed several theoretical approaches 

that model the cognitive and emotional factors 
underlying moral judgments. However, another 
possible research strategy is to treat moral judg-
ments simply as a special case of domain-general 
cognitive processes. For example, various research-
ers have shown that principles found in behavioral 
economics and psychological judgment and deci-
sion theory (JDM) also aff ect intuitions about 
moral scenarios (Rai & Holyoak, 2010; Reyna & 
Casillas, 2009). Examples include framing eff ects 
(Bartels & Medin, 2007; Kern & Chugh, 2009; 
Petrinovich & O’Neill, 1996; Sinnott-Armstrong, 
2008), outcome bias (Gino, Shu, & Bazerman, 
2010), or eff ects of joint versus separate evaluation 
(Bartels, 2008; Lombrozo, 2009; Paharia, Kassam, 
Greene, & Bazerman, 2009).

Another promising class of theories applicable to 
moral reasoning is causal model theory. Moral judg-
ments are generally concerned with the evaluation of 
acts that lead to direct and indirect eff ects. It has been 
shown that the locus of intervention, the intentions 
causing the acts, and the causal structure leading 
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from acts to good and bad eff ects aff ect judgments 
(Cushman & Young, 2011; Sloman, Fernbach, & 
Ewing, 2009; Waldmann & Dieterich, 2007).

Others have pointed out the impact of attentional 
processes in moral judgment. As Bartels and Medin 
(2007; Bartels, 2008; Sachdeva & Medin, 2008) 
have demonstrated, moral scenarios may be evalu-
ated very diff erently depending on where subjects’ 
attention is directed (see also section on “Sacred/
Protected Values”). In a related vein, Waldmann and 
Wiegmann (2010) argued that aspects of the causal 
structure of moral dilemmas may aff ect moral judg-
ment by infl uencing people’s attentional focus on 
alternative counterfactual contrasts (see section on 
“Moral Dilemmas”).

Th e list of domain-general factors infl uencing 
moral judgment is much longer still. Abstract, high-
level construal of actions leads to amplifi ed ascrip-
tions of both blame and praise to agents compared 
to more low-level, concrete representations of the 
same actions (Eyal, Liberman, & Trope, 2008). 
Metacognitive experiences like processing fl uency 
are also used as input for moral judgment (Laham, 
Alter, & Goodwin, 2009; Rai & Holyoak, 2010). 
Approach- and avoidance-based motivational sys-
tems seem to have similar eff ects on judgments about 
moral issues as they do in other domains (Janoff -
Bulman, Sheikh, & Hepp, 2009). Extensive mental 
simulation, induced by closed eyes during the judg-
ment process, makes moral judgments more extreme 
(Caruso & Gino, 2011). And recently, more and 
more researchers have pointed out the importance of 
individual diff erences in moral judgment, including 
need for cognition (Bartels, 2008; Bartels & Pizarro, 
2011), working memory capacity (Moore, Clark, & 
Kane, 2008), sensitivity to reward and punishment 
(Moore, Stevens, & Conway, 2011), and personality 
traits such as extraversion (Feltz & Cokely, 2009).

Specifi c Research Topics
After having outlined the main theoretical 

approaches to the study of moral judgment, along 
with relevant empirical evidence taken as support 
of them, we now turn to four selected empirical 
research areas that have attracted much attention in 
the recent years. Th e aim of this section is to dem-
onstrate the complexity of explaining moral judg-
ments in specifi c tasks.

Th e Moral/Conventional Distinction
One of the central controversies in the fi eld of 

moral psychology concerns the question of whether 

morality constitutes an independent domain with 
specifi c norms. Do humans reason qualitatively dif-
ferently about moral rules as opposed to mere social 
conventions? Th is question has motivated various 
studies and led to controversial discussions.

Th e moral/conventional distinction was intro-
duced to psychology by Turiel (1983). According to 
him, the purpose of conventional rules is to coor-
dinate behavior in social systems. Th ey gain their 
binding status by consensus within a given society, 
and they are arbitrary in that diff erent agreements 
could have led to alternative conventions which 
would be just as feasible or appropriate. Th is implies 
that it is impossible to know whether a given action 
is in accordance with present social conventions by 
looking at the action itself. To know that it is appro-
priate to address your teacher by her last name, for 
example, you need to know that your society agreed 
that this is the proper way to behave since there 
is nothing intrinsically bad about addressing your 
teacher by her fi rst name.

By contrast, the main distinguishing feature of 
moral rules, according to Turiel (1983), is that they 
are not arbitrary in the way conventions are. Th e rea-
son for this is that they are concerned with certain 
contents: Th ey regulate actions that have intrinsic 
consequences related to harm, fairness, or justice. 
A prototypical example of a moral transgression is 
that of a child pushing another child off  a swing just 
because she wants to use it instead. According to 
Turiel, this act can be directly classifi ed as harmful 
by any human observer familiar with pain regardless 
of the cultural context in which the act occurs.

Turiel (1983) argued that the moral and the con-
ventional are separate domains of social knowledge, 
which are acquired and processed independently. 
In his view, moral rules can be empirically distin-
guished from conventional rules based on what 
Kelly, Stich, Haley, Eng, and Fessler (2007) called 
signature moral pattern. Th is term refers to a charac-
teristic set of reactions people usually exhibit when 
they judge transgressions of prototypical moral rules: 
People supposedly consider moral rules, in contrast 
to conventional rules, to be valid even if they are not 
enforced by an authority (authority independence). 
Furthermore, moral rules are considered to be uni-
versally valid for all agents in similar circumstances 
across all times, places, and cultures (universality). 
Finally, people are expected to judge transgressions 
of moral rules as particularly serious and to jus-
tify their wrongness with reference to principles of 
harm, fairness, or justice.
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An empirical paradigm to assess these signature 
patterns is the “moral/conventional task,” in which 
participants are presented with someone violating 
a prototypical moral rule (as in the swing example) 
or a social convention (as in the teacher example). 
If Turiel (1983) is right, then cases of moral trans-
gression should reliably elicit the signature moral 
response pattern, while cases of conventional trans-
gression should elicit the signature conventional pat-
tern (i.e., judgments of authority dependence, lack 
of universality, decreased seriousness, and justifi -
cation not related to harm, fairness, or justice; see 
Kelly et al., 2007). Th is pattern of response char-
acteristics has been confi rmed in a large number of 
empirical studies in diverse populations, including 
young children and people from diff erent cultures 
(see Turiel, 2006, for an overview).

Despite its doubtless merit in advancing empirical 
research on moral psychology, the Turiel (1983) the-
ory faces a number of conceptual and empirical prob-
lems. On the conceptual side, Turiel’s defi nition of 
morality seems to be at least in part a petitio principii: 
How people manage to recognize matters of fairness 
and justice seems to be just as much in need of expla-
nation as how they recognize matters of morality. 
Intuitively, only the harm component seems to be a 
more basic concept, and more recent work trying to 
defend a content-based distinction mainly concen-
trates on harm (e.g., Royzman, Leeman, & Baron, 
2009; Sousa, Holbrook, & Piazza, 2009).

Th e Turiel (1983) theory can also be contested 
on empirical grounds. In Turiel’s content-based 
approach to defi ning the moral domain, harm 
avoidance, fairness, and justice are tacitly assumed 
to be universal ends. We have already pointed out 
in the Introduction that cross-cultural research casts 
doubt on this universalist assumption.

Another empirical problem has been raised by 
Blair (1995). He questioned the assumption that 
only general cognitive capacities are needed to 
recognize moral transgressions. He showed that 
incarcerated psychopaths do not respond to moral 
transgressions with the signature moral pattern, 
even though they possess all the experiential and 
inferential capacities that according to Turiel (1983) 
are suffi  cient to distinguish the moral from the con-
ventional. Blair’s (1995) proposal is that the human 
mind contains a specifi c module that is indispens-
able for this task, and which is selectively impaired in 
psychopathic individuals. He posits the existence of 
a violence inhibition mechanism (VIM) that is acti-
vated by perceptual key stimuli, mainly nonverbal 

facial distress cues of suff ering individuals. Once 
activated, the VIM triggers a withdrawal response 
in the observer, which he or she interprets as a moral 
emotion. According to Blair (1995), conventional 
transgressions lack these VIM specifi c distress cues. 
Th ey therefore fail to activate the VIM and lead to a 
diff erent response pattern.

It is notable that on Blair’s (1995) account, the 
main criterion for distinguishing between the moral 
and the conventional is shifted from a property of 
the rules (i.e., their content) to the activation of a 
cognitive structure in the observer. Th is focus has 
been adopted by other theorists, but there is consid-
erable disagreement about the nature of this assumed 
cognitive structure. Nichols (2002), for example, 
doubts that a modular VIM as proposed by Blair 
(1995) would by itself be able to distinguish wrong 
from merely bad. Consider the example of a patient 
expressing agony while a nurse is changing the 
bandage of his wound (see Royzman et al., 2009). 
Although we instantly realize the patient’s suff ering 
and even that the nurse is its proximal cause, we are 
not inclined to morally condemn her. It is not clear, 
however, why the observer’s VIM should not be 
activated in this example. It seems that we use some 
additional information when we make the moral/
conventional distinction.

As already discussed in the section on “Th e Place 
of Emotions in Moral Judgments,” Nichols (2002, 
2004) argues that this additional information is 
contained in a person’s “normative theory,” which is 
acquired in a cultural learning process. Th e norma-
tive theory contains all socials rules, moral as well as 
conventional. Whether a given transgression elicits 
the signature moral pattern depends on whether the 
violated rule is backed by the activation of an emo-
tion. Th is emotion need not be related to harm. For 
example, Nichols (2002) demonstrated that proto-
typically conventional transgressions can elicit the 
signature moral pattern if they are associated with 
disgust. His participants judged snorting loudly 
and spitting into cups at dinner tables to be univer-
sally and authority-independently wrong, especially 
those who scored high on a measure of disgust sen-
sitivity (but see Royzman et al., 2009, for an alter-
native interpretation of the data).

Turiel’s (1983) distinction of two distinct social 
domains that can be empirically identifi ed through 
unique signature patterns has also been questioned. 
Kelly et al. (2007) argue that the elements of the 
signature moral pattern on the one hand, and those 
of the signature conventional pattern on the other, 
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do not co-occur as monolithically as assumed by 
Turiel. For example, they point to the results of 
Haidt et al. (1993) and Nichols (2002) showing 
that people sometimes judge transgressions as uni-
versally wrong without justifying this assessment 
with notions of harm, fairness, or justice (see sec-
tion on “Intuitionist Th eories”). Th us, harm-related 
concerns do not seem necessary to elicit aspects of 
the signature moral pattern. Conversely, as Kelly 
et al. (2007) show, neither are they suffi  cient to do 
so. Instead of employing simple schoolyard trans-
gressions of the kind Turiel (1983) and most of his 
followers used, Kelly and colleagues presented their 
participants with more complex harm-related cases 
from the adult world. For example, they asked their 
subjects whether it was okay for the captain of a 
modern U.S. cargo ship to whip one of his sailors 
as punishment for being drunk at work. Most par-
ticipants responded that it was not. Th e researchers 
then went on to tell the same story, with the only 
diff erence that it was now supposed to have taken 
place several hundred years ago. Th e percentage of 
subjects considering the captain’s whipping behav-
ior as wrong decreased signifi cantly in this scenario. 
Similar changes were obtained when norm viola-
tions were fi ctitiously placed in faraway countries. 
Similarly, Kelly et al. (2007) showed that whether 
harmful actions are judged as wrong often depends 
on whether these actions were approved or forbid-
den by an authority. Taken together, these fi ndings 
indicate that intrinsically harmful actions are not 
necessarily seen as universally or authority-inde-
pendently wrong, contrary to what was assumed 
by Turiel (1983) and other harm-based approaches 
(Royzman et al., 2009; Sousa et al., 2009).

In light of this evidence, Sripada and Stich (2006) 
argue that the distinction between conventional and 
moral rules is not psychologically meaningful. At 
the same time, however, they share the intuition that 
not all social rules are treated identically. Rather than 
contrasting moral rules with conventional ones, they 
argue that there is a psychologically important sub-
class of rules that they call “norms.” Norms are not 
characterized by abstract philosophical principles 
or by specifi c contents, but mainly by the fact that 
people are intrinsically motivated to follow them.

In the Sripada and Stich (2006) model, people 
across all ages and cultures share the tendency to 
acquire and execute norms. Th e content of these 
norms, however, is assumed to be entirely deter-
mined by the social environment, and it need 
not (contrary to what Western philosophers have 

assumed) be held to be universally valid. Th is view 
has the advantage that it simultaneously explains 
the diff erence between norms and conventions, 
while making no assumptions about the contents 
of the norms a specifi c culture selects. However, to 
date the mechanisms implementing this assumed 
norm acquisition device have only been sketched, 
so it is hard to see how it can be empirically tested 
against theories that assume an innate preparedness 
for the acquisition of specifi c moral rules. Also, it 
is not clear how the content-free norm view can 
predict which of the culturally endorsed rules will 
be assigned the status of norms as opposed to con-
ventions. Moreover, given the lack of constraints 
on content a larger diversity of norms might be 
predicted than is actually observed. If, however, 
commonalities are explained as solutions to simi-
lar adaptive challenges all social groups face, which 
would be a plausible claim, then it may be implausi-
ble to exclude evolutionary processes from creating 
some of these commonalities (see Haidt & Joseph, 
2007; Joyce, 2006).

Moral Dilemmas
Th e currently most discussed and studied moral 

dilemma in both philosophy and psychology is the 
trolley dilemma, which we already have encountered 
in previous sections. Trolley dilemmas have become 
the Drosophila for testing alternative philosophi-
cal and psychological theories of moral judgments 
in harm-based moral dilemmas. Th is dilemma is 
theoretically interesting for philosophers because it 
can be shown that people seem to reason accord-
ing to consequentialist principles in some versions 
of the dilemma, but according to deontological 
rules in other versions (Foot, 1967; Kamm, 2007; 
Th omson, 1985; Unger, 1996). In the past decade 
a large number of psychological studies have been 
performed to pinpoint the factors underlying the 
diff erent moral intuitions.

An infl uential study based on 5,000 subjects 
in 120 countries was performed by Hauser et al. 
(2007). Th is study is the primary evidence for moral 
grammar theory (see section on “Moral Grammar 
Th eory”). Figure 19.1 illustrates two basic trolley 
cases used by Hauser and colleagues. In their vari-
ant of the bystander dilemma, the driver of a train 
heading toward fi ve people on the track faints. 
Denise, a passenger, has the option to redirect the 
train toward a side track with one person. Eighty-
fi ve percent of the subjects responded “yes” to the 
test question that asked whether it is permissible 
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for Denise to turn the train. In the footbridge ver-
sion of the dilemma, a runaway train is also head-
ing toward fi ve people. Here Frank stands on a 
bridge going over the tracks, realizing that he can 
stop the train with a heavy weight. Th e only avail-
able heavy weight is a large man standing next to 
him. Just twelve percent respond “yes” to the test 
question of whether it is permissible for Frank to 
shove the man. Th e eff ect was reliably observed 
in the studied countries, although subjects gener-
ally had diffi  culties justifying their intuitions (see 
also Cushman et al., 2006). Th e authors interpret 
the eff ect as evidence for the unconscious use of 
the doctrine of double eff ect (DDE, see section on 
“Moral Grammar Th eory”), which allows harm-
ing a person as a side eff ect, but not as a means of 
saving more people.

However, the two conditions diff er in a number 
of potentially relevant features, giving rise to various 
alternative explanations. First, in one condition the 
agent is on the threatening train, and therefore part 
of the danger, whereas in the other condition the 
agent is not part of the dangerous situation. Th is 
diff erence might contribute to the eff ect. Second, in 
the footbridge condition the agent could potentially 
sacrifi ce himself instead of the person next to him 
(although the reference to heaviness may suggest that 
the other person will stop the train more effi  ciently). 
At any rate, this is not an option in the bystander 
dilemma. Th ird, in one condition the act involves 
a morally irrelevant object (the switch), whereas in 
the other condition the act involves forceful contact 

with the victim. Fourth, in one condition the inter-
vention targets the threatening train, while in the 
other condition the victim is targeted. Fifth, the dis-
tance between the agent and the victim vary across 
conditions. Sixth, in one condition the potential 
alternative victim is only mentioned; in the other 
condition the victim is described as analogous to a 
heavy object. Seventh, the kind of death one imag-
ines in the two conditions is more vivid and brutal 
in the footbridge than in the bystander condition; 
and eighth and last, the test questions diff er in a 
way that can be expected to independently have an 
eff ect in the observed direction. Shoving a man is 
certainly considered less acceptable than turning a 
train even without the context of a trolley dilemma. 
A brief summary of the research of the past years 
is that it has been shown that almost all these con-
founding factors infl uence judgments, along with a 
number of others.

One plausible factor involves diff erences in 
directness. Previous research with other paradigms 
has shown that people fi nd indirect harm less aver-
sive than direct harm (Moore et al., 2008; Paharia et 
al., 2009; Royzman & Baron, 2002). Greene et al. 
(2009) have split this factor into three components: 
spatial proximity, physical contact, and personal 
force. Personal force refers to impacts on victims 
that are directly generated by muscular force of the 
agent. Touching and pushing a victim is an example 
of physical contact and personal force; using a pole 
for pushing would be an example of personal force 
without physical contact. Diff erent versions of the 

BYSTANDER

DENISE

FOOTBRIDGE

FRANK

Fig. 19.1 Illustration of bystander and 
footbridge conditions (cf. Hauser et al., 
2007).
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footbridge dilemma were compared in which the 
three components were pitted against each other. 
Th e results show that moral permissibility assess-
ments were explained by the personal force factor. 
In additional studies it was shown that only personal 
force that is due to an intentional act is relevant.

Personal force does not provide a full account of 
intuitions in trolley dilemmas, however. Waldmann 
and his colleagues (Waldmann & Dieterich, 2007; 
Waldmann & Wiegmann, 2010) have constructed 
versions of the trolley dilemma in which the victims 
in all conditions were sitting in vehicles (which made 
their kind of death comparable), the agents were 
remote, the acts were equated, and neither physical 
contact nor personal force was necessary to act. For 
example, in the bystander variant a train heading 
toward a train with fi ve passengers could be redirected 
to a side track in which a train with one passenger is 
located by pressing a button in a remote control cen-
ter. In the contrasted footbridge analog, the setup is 
the same but now the train on the side track with 
one passenger could be redirected by pressing a but-
ton onto the main track, where this train would stop 
the threatening runaway train and thus save the fi ve 
(Waldmann & Wiegmann, 2010). Participants reli-
ably found the intervention in the fi rst condition in 
which the threatening train was redirected (“threat 
intervention”) more acceptable than the one in the 
second condition in which the train with the one vic-
tim was redirected (“victim intervention”), although 
no personal force was involved.

One possible explanation of the diff erences 
between threat and victim intervention is the DDE 
(e.g., Cushman et al., 2010; Mikhail, 2011 Royzman 
& Baron, 2002). Whereas in the threat intervention 
condition the victim is harmed as a side eff ect of 
saving the fi ve, in the contrasted victim interven-
tion condition the victim is used as a means to stop 
the runaway train. Th e doctrine of double eff ect 
can only be supported by indirect evidence, not by 
asking subjects. Cushman et al. (2006) have shown 
that this rule is not consciously accessible to subjects 
who are requested to provide a justifi cation for their 
moral judgment. Other moral rules, however, such 
as the principle that touching and thereby harming 
a person (contact principle) is impermissible, can be 
consciously accessed.

A popular paradigm to test whether using a per-
son as a means to save others is really particularly 
aversive is based on Th omson’s (1985) loop idea. 
In this variant of the bystander dilemma, the side 
track loops back to the main track right before the 

location where the fi ve victims sit. Th is small varia-
tion turns the victim on the side track into a means 
to save the fi ve. If the runaway train is redirected to 
the side track without being stopped by the person 
sitting there, it would go back to the main track and 
kill the fi ve. Hauser et al. (2007) found that sub-
jects judge the act in this condition more aversive 
than in the regular bystander (i.e., side eff ect) con-
dition, but their experiment had the already men-
tioned confounds. Better-controlled studies did not 
fi nd a diff erence (Greene et al., 2009; Waldmann 
& Dieterich, 2007; but see Sinnott-Armstrong, 
Mallon, McCoy, & Hull, 2008).

How else can the diff erence between threat and 
victim intervention be explained when personal 
force does not play a role in either condition? 
Waldmann and Wiegmann (2010) have proposed a 
double causal contrast theory to explain diff erences in 
intuitions in scenarios in which other relevant fac-
tors, such as distance, personal force, kind of vic-
tim, or kind of death have been held constant. Th e 
general idea motivating this theory is that people 
pay special attention to the intervention option 
when judging moral acceptability. Like all theories 
of moral judgments this theory predicts that rea-
soners are sensitive to the global contrast entailed 
by acting and nonacting (e.g., fi ve victims vs. one), 
which explains why we diff erentiate between saving 
fi ve or saving 1,000,000 (Bartels, 2008; Nichols & 
Mallon, 2006). However, whereas the DDE addi-
tionally is sensitive to the causal processes generated 
by the intervention (e.g., side eff ect vs. means), the 
double contrast theory assumes that we focus on the 
morally relevant target of intervention (i.e., threats 
or victims) and assess the harm directly caused by 
intervening on this target in contrast to the harm in 
which the target would be directly involved in the 
absence of the intervention. Th is local, counterfac-
tual contrast focusing on the target of intervention 
will, according to this theory, heavily infl uence the 
acceptability rating.

How does the double causal contrast theory 
explain the two standard dilemmas? In the threat 
intervention condition, the proposed act can be 
summarized as redirecting the threat. Th us, the 
morally relevant target is the threatening trolley. 
To assess the local contrast, we need to focus on 
the direct harm caused by the target of interven-
tion, which is one seriously harmed person. Th is 
outcome is contrasted with the direct harm caused 
by the target of intervention in the absence of 
the intervention, which in this condition are fi ve 
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harmed people. In contrast, in the victim interven-
tion condition, the proposed act can be described as 
redirecting the victim in the train on the side track. 
Th us, the local contrast will focus on the train with 
its single potential victim. Setting this train into 
motion will directly cause harm to this victim. Th e 
fact that fi ve people are saved further in the future 
is an indirect, more remote consequence of the act 
and therefore not part of the local contrast. Th e pro-
posed intervention is contrasted with what would 
happen to the target of intervention in the absence 
of an intervention. In this case the person sitting in 
the train on the safe track would remain unharmed. 
Th e local contrast implies that the act is harmful, 
which predicts the lowered acceptability ratings.

Double causal contrast theory explains why 
people are not only sensitive to how the victim is 
directly harmed by the intervention but also that 
they consider whether the victim would have been 
harmed in the absence of an intervention (Moore 
et al., 2008). Moreover, Waldmann and Wiegmann 
(2010) showed that people accept harming a vic-
tim as a means when the local contrast is favorable. 
In one of their experiments they described a trolley 
dilemma in which the runaway train threatening fi ve 
carries a passenger. If nothing was done, this passen-
ger would stay alive and the train would kill the fi ve. 
Th e fi ve can be saved, however, if an empty train is 
redirected toward the threatening train, derailing it 
by pushing its passenger, who would die in the pro-
cess, against the emergency brakes. Although here 
the intervention directly kills one person who plays 
the role of a means to save the fi ve, subjects fi nd this 
act highly acceptable. Th ey focus on the threatening 
train with its single victim as the target of interven-
tion, which leads to a contrast between fi ve and one 
dead person.

Th e debate about the role of the DDE focuses 
on causal and intentional factors underlying moral 
intuitions. However, there are many other factors 
infl uencing judgments in trolley dilemmas. Rai and 
Holyoak (2010) demonstrate that domain-general 
factors that have been identifi ed in behavioral eco-
nomics also aff ect judgments in trolley dilemmas. 
Subjects who were asked to generate many reasons 
in favor of the action paradoxically rated it as less per-
missible than those who generated fewer reasons. Th is 
is consistent with research by Schwarz (1998), who 
showed that ease of retrieval of justifi cations is used 
as indicator for the quality of an option in nonmoral 
consumer choice. Other factors are mood of subjects 
(Strohminger, Lewis, & Meyer, 2011; Valdesolo & 

DeSteno, 2006), thinking styles (Bartels, 2008), 
preferred ethical position (Lombrozo, 2009), work-
ing memory (Moore et al., 2008), test question (see 
Kahane & Shackel, 2010), kind of victim (Uhlmann, 
Pizarro, Tannenbaum, & Ditto, 2009), vividness of 
death (Bartels, 2008), and the order of presenting 
diff erent dilemmas (Iliev et al., 2009; Petrinovich 
& O’Neill, 1996; Wiegmann, Okan, & Nagel, in 
press). In short, it seems hopeless to look for the one 
and only explanation of moral intuitions in dilem-
mas. Th e research suggests that various moral and 
nonmoral factors interact in the generation of moral 
judgments about dilemmas.

Th e Role of Intention
A popular assumption implicit in many norma-

tive theories of morality is that we can only be held 
accountable for outcomes we have caused (Driver, 
2008). We cannot possibly be responsible for bad 
events that are not directly or indirectly causally 
linked to our acts. In addition, most normative the-
ories assign a special status to harm that was inten-
tionally caused. For example, the doctrine of double 
eff ect (see sections on “Moral Grammar Th eory” 
and “Moral Dilemmas”) forbids intentionally 
harming a person, whereas unintentional harm may 
be permitted in some circumstances, even when the 
harmful outcome is foreseen. Th e interplay of inten-
tion and causal responsibility has also been central 
in descriptive theories of blame ascription (Alicke, 
2000). A variety of recent studies have taken a closer 
look at the role of intentions and outcomes in moral 
judgments.

Cushman (2008) noted that diff erent test ques-
tions may infl uence the relative contribution of these 
two components, intention and causation, in moral 
judgments. Cushman adopted a standard defi nition 
of intentional action according to which an act is 
intentionally performed if among other things the 
expected consequences are both desired and the act 
is believed to bring about these consequences (see 
Malle & Knobe, 1997). He used a story in which 
Jenny, the protagonist, is taking a course in sculp-
ture and is assigned to work with a partner to weld 
together pieces of metal. Th e factors desire, belief, 
and consequences were manipulated independently 
using diff erent cover stories: Jenny either desired or 
did not desire to burn her partner’s hand, and she 
believed or did not believe that the act causes the 
harmful outcome. Moreover, it was varied whether 
the outcome did or did not occur. Cushman showed 
that judgments of blame and punishment are more 
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sensitive to whether the harmful outcome caused by 
the agent occurs, whereas judgments of wrongness 
and permissibility are more sensitive to the agent’s 
belief with respect to harming someone. However, 
the belief factor was the strongest predictor for both 
kinds of judgments.

Although our normative intuitions imply that we 
only should be held responsible for outcomes that 
are under our causal control, a number of experi-
ments about moral luck (Williams, 1982) have shown 
that negative outcomes that are not fully under the 
agent’s control may also infl uence our judgments. A 
typical example of moral luck is the following sce-
nario: A father who bathes his child in a tub answers 
the phone in the nearby living room after telling his 
child to stay put. He believes that his son will indeed 
stay put so that nothing bad will happen. Th e father 
is typically judged to be more morally blameworthy 
if his child drowns (an unlucky outcome) than if 
his child stays safe (a lucky outcome). Th us, in both 
cases the intentions and the knowledge are the same, 
but the outcomes vary due to unforeseen random 
factors. In psychology, the apparently inappropriate 
weight given to the outcome has been labeled out-
come bias, which has been documented in many dif-
ferent scenarios (see Baron & Hershey, 1988; Gino 
et al., 2010).

One obvious theory explaining outcome biases is 
that people give undue weight to the valence of the 
outcome, even though the agent did not intend it 
and is not fully responsible for it. However, Young, 
Nichols, and Saxe (2010) proposed an alternative 
theory according to which moral luck depends 
strongly on belief attribution and only indirectly on 
the bad outcome. Th e theory claims that the bad 
outcome provides evidence that the unlucky agent’s 
beliefs are erroneous. Holding an erroneous belief 
that can cause harm is blameworthy and therefore 
leads to harsher moral judgments. In contrast, in the 
condition of the lucky agent the outcome validates 
the correctness of the agent’s prior beliefs.

Another recent controversy revolves around the 
causal relationship between intentions and moral 
judgments. Cushman (2008) and Young et al. 
(2010) adopt the traditional assumption that this 
relationship is unidirectional: Th e agent’s intention 
determines the moral judgment of an act. However, 
consider the following example presented by Knobe 
(2003):

Th e vice-president of a company went to the 
chairman of the board and said, “We are thinking 

of starting a new program. It will help us increase 
profi ts, but it will also harm the environment.” Th e 
chairman of the board answered, “I don’t care at all 
about harming the environment. I just want to make 
as much profi t as I can. Let’s start the new program.” 
Th ey started the new program. Sure enough, the 
environment was harmed. (p. 191)

In a second version of this scenario, the word 
“harm” was replaced by “help.” When subjects were 
asked whether they think the chairman intention-
ally harmed the environment, eighty-two percent 
answered in the affi  rmative. In contrast, in the help 
condition seventy-seven percent said that the agent 
did not bring about the good side eff ect intention-
ally. Knobe concluded that in judging whether the 
side eff ect was brought about intentionally, the 
moral value of the side eff ect is crucial. People seem 
considerably more willing to say that a side eff ect 
was brought about intentionally when they regard it 
as bad than when they regard it as good. Th is fi nd-
ing suggests the opposite from what is tradition-
ally assumed: Th e moral evaluation of the outcome 
seems to determine whether intentionality is attrib-
uted, not the other way around.

Th ere have been a lot of attempts to explain the 
so-called side-eff ect eff ect (also known as Knobe 
eff ect). Most of the proposed explanations can 
broadly be put into two groups (see Feltz, 2007; 
Uttich & Lombrozo, 2010). One group explains the 
side-eff ect eff ect by claiming that moral evaluations 
actually play a role in our concept of intentional 
action. According to this group of theories, the con-
cept of intentional action actually includes and can 
be determined by the moral value of the eff ects that 
are caused by the act (see, e.g., Knobe, 2010; Mele 
& Cushman, 2007; Nichols & Ulatowski, 2007).

Th e other group denies this claim and explains 
the side-eff ect eff ect by arguing that subjects’ judg-
ments of intentional action are biased. For instance, 
Adams and Steadman (2004) invoke conversational 
pragmatics and argue that people want to express 
blame for the agent in the negative side-eff ect con-
dition by characterizing the outcome as intentional. 
Another supporter of this view is Nadelhoff er 
(2004), who claims that subjects’ judgments are 
biased because they get emotionally aff ected by the 
bad side eff ect. Guglielmo and Malle (2010) believe 
that task demands forced participants to use the 
term “intentional:” When given a choice, most par-
ticipants prefer to say that the agent brought about 
the bad side eff ect knowingly rather than intentionally 
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(similar to what the DDE would predict; see section 
on “Moral Grammar Th eory”).

Recently, Uttich and Lombrozo (2010) off ered an 
interesting explanation that does not fall into either 
of these groups. Th ey propose a rational explana-
tion of the side-eff ect eff ect according to which 
the asymmetry in intentionality judgments arises 
because behavior that conforms to norms (moral or 
otherwise) is less informative regarding the mental 
state of the actor than norm-violating behavior (see 
Machery, 2008, for another theory of this kind). 
Prescriptive norms give us a positive reason to act, 
regardless of our intentions. Hence, a behavior that 
conforms to a norm does not tell us much about 
the agent’s intentions. In contrast, violating a norm 
provides us with positive evidence about the agent’s 
mental state. For example, in Knobe’s examples the 
norm is not to harm the environment. Th us, when 
the chairman starts a program that helps the envi-
ronment, we cannot tell whether he intends this or 
just follows a norm, whereas in the contrast case the 
norm-violating behavior provides us with strong 
evidence of an intention to harm the environment. 
Th is theory is not restricted to moral norms; rather, 
it applies to all norms, moral or nonmoral. Uttich 
and Lombrozo (2010) could show that virtually the 
same asymmetry can be observed when the cover 
stories mention the conventional norm that specifi c 
cars usually have a dark color. Knobe (2010) has 
recently off ered a similar explanation, but in con-
trast to Uttich and Lombrozo he highlights the role 
of moral norms.

In sum, the present research indicates that the 
role of intention is far more complex than previ-
ously thought. Intentions are unobservable states 
that need to be inferred. Apparently, a large number 
of factors, including observed behavior, outcomes, 
causal structure, rationality assumptions, and norms, 
contribute to these attributions. Moreover, our lan-
guage allows for subtle diff erentiations between 
diff erent types of intentionality (e.g., desire, want, 
intend, foresee), which form a complex network 
with other factors underlying moral judgment.

An interesting direction for future research might 
be to take a closer look at the role of intentions in 
diff erent moral domains and in diff erent cultures. 
As for domain diff erences, Young and Saxe (2011) 
have shown that intentions are assigned more 
weight for moral judgments of harm violations, like 
assault, compared to purity violations, like incest. 
Th us, diff erences in the role of intentions between 
diff erent cultures may arise due to diff erences in 

the culture-specifi c importance of moral domains. 
However, it is also possible that cultures diff er within 
domains. In Western societies, the intentions of the 
agent are viewed as very important when assessing 
moral accountability, possibly more than in other 
cultures. Intentional transgressions of moral rules 
are typically condemned much more than acciden-
tal transgressions. In contrast, Rai and Fiske (2011) 
point out that in honor cultures, a woman who has 
sexual relations outside marriage, even against her 
will, defi les her family and is therefore punished.

Sacred/Protected Values
A characteristic feature of some moral values is 

that they resist trade-off s with other values. For 
example, many people fi nd it impossible, inappro-
priate, or even outright abhorrent to put a price 
on human lives, friendships, democratic votes, or 
the preservation of the environment. It seems that 
some people ascribe infi nite values to such enti-
ties, in that they would not accept any amount of 
any other good (especially not monetary ones) as 
compensation for the destruction or compromise 
of them. Such values have been termed “sacred” 
(Tetlock, Peterson, & Lerner, 1996) or “protected” 
(Baron & Spranca, 1997). Although both terms 
refer to the same phenomenon, the corresponding 
lines of research analyze it from diff erent theoretical 
viewpoints, yielding diff erent implications and even 
partially incompatible conclusions.

Tetlock and his colleagues describe sacred values 
(SVs) in their cultural context and analyze their 
social psychological functions. According to the 
revised Value Pluralism Model (Tetlock et al., 1996), 
people value diff erent things for diff erent reasons. 
When it comes to interpersonally relevant entities 
(such as intimate relationships, human rights, or 
religious symbols), people feel they have a commit-
ment to others within their cultural community; 
they need to respect these entities in order to dem-
onstrate that they are an estimable member of the 
community. Th e categorical nature of these com-
mitments implies that within these sacred domains 
of social life, favors and goods are usually exchanged 
without numerical comparison (Fiske & Tetlock, 
1997). If people compromise the respective values 
by trading them off  against secular values (such as 
money, time, or convenience), they disqualify them-
selves from important social roles. Sacred and secu-
lar values are constitutively incommensurable; they 
cannot be sensibly compared, and mere attempts of 
comparison can destroy the SVs.
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Th e motivation of people to hold SVs is to pre-
serve their identity as full-fl edged moral beings. If 
they witness others engaging in or merely contem-
plating taboo trade-off s, they typically react with 
moral outrage, a unitary response pattern consist-
ing of harsh trait attributions, anger or contempt, 
and strong punitive impulses toward the off ender 
(Tetlock, Kristel, Elson, Green, & Lerner, 2000). 
Due to unavoidable resource constraints in the real 
world, however, people are often forced to trade off  
SVs themselves. In such cases, they go to great lengths 
to conceal these trade-off s, for example, by means of 
decision avoidance or rhetorical obfuscation. Th us, 
people can be portrayed as both unapologetic defend-
ers of SVs and at the same time as experts in fi nd-
ing ways to camoufl age or overlook transgressions 
(Tetlock, 2003). Despite this discrepancy, Tetlock 
does not see people as hopeless hypocrites but instead 
as intuitive theologians striving to “[protect] sacred 
values from secular encroachments” (Tetlock, 2002, 
p. 452). Th eir rigidity is not seen as irrational but 
instead as serving important psychological functions 
and, on a larger scale, preventing subversion of mean-
ingful cultural institutions (Fiske & Tetlock, 1997).

Baron approaches protected values (PVs) in the 
framework of the heuristics and biases program (see 
also section on “Moral Heuristics”). Th e main idea 
is that PVs are derived from deontological rules 
about acts (e.g., “do not kill”), irrespective of the 
consequences (Baron & Spranca, 1997). Th ese rules 
are usually adaptive if treated as rules of thumb, but 
they may sometimes lead to suboptimal outcomes 
if they are unrefl ectively generalized to all contexts 
(Baron, 1998). In contrast to Tetlock, Baron reduces 
human values to a single utility metric, treating PVs 
as biases and stressing the problems they create for a 
utilitarian analysis.

One implication of the basis for PVs in abso-
lute deontological rules is quantity insensitivity. For 
example, it seems to make only a small diff erence for 
people whether an act leads to greater or lesser harm 
to one of their PVs (Baron & Spranca, 1997), and 
some people seem to fi nd it equally wrong to com-
promise a PV once or twice (Ritov & Baron, 1999). 
Another feature of deontological rules is that they 
usually prohibit harmful acts but not omissions, since 
prohibiting the latter would produce potentially 
unlimited obligations (Baron & Miller, 2000). Th us, 
PVs are seen as a source of omission bias (Baron & 
Ritov, 2009; Ritov & Baron, 1999) because actions 
are more likely to compromise PVs than omissions. 
For example, Ritov and Baron (1999) presented their 

subjects with a scenario in which 20 species of fi sh 
living in a river would become extinct unless a dam 
was opened. However, opening the dam would cause 
the extinction of two diff erent species living down-
stream which would otherwise survive. People with 
a PV against extinguishing species were especially 
unwilling to open the dam, even though this deci-
sion would result in a greater net amount of damage 
to their cherished natural resource.

Many people seem to readily endorse statements 
implying PVs when asked directly (e.g., “Th is 
should be prohibited no matter how great the ben-
efi ts from allowing it;” Baron & Spranca, 1997, 
p. 7). However, according to Baron and Leshner 
(2000), such judgments may be the result of refl ex-
ive, incomplete thinking which can be overcome 
quite easily. When PVs are challenged with realistic 
counterexamples involving extremely high benefi ts 
or low probabilities for harm to PVs, many people 
relativize their absolute claims. Th is fi nding is taken 
to indicate that expressions of PVs should not be 
taken too seriously.

Th is remarkable tension between rigidity and 
fl exibility has recently been interpreted diff erently 
by Bartels, Medin, and colleagues. Instead of see-
ing deontological judgments as an impediment for 
consequentialist judgments, they regard both as 
often positively correlated across people (Iliev et al., 
2009). Th at is, people holding PVs that rigidly pro-
hibit certain actions in one task can be shown to be 
especially sensitive to consequences of these actions 
in diff erent tasks, compared to people without PVs. 
Whether they give more weight to means or ends is 
largely a function of their attentional focus, which 
in turn is crucially aff ected by domain-general indi-
vidual thinking styles, as well as low-level features of 
the task, such as framing and context eff ects (Bartels, 
2008). For example, Bartels and Medin (2007) 
argued that the framing of the response options used 
by Ritov and Baron (1999) in the river diversion 
scenario (“Would you open the dam? Yes/No,” fol-
lowed by a measure for quantity sensitivity) directs 
the subjects’ attention to the act of killing species. 
In this condition many people maintain a categori-
cal prohibition against this act, which leads them to 
express a PV. Bartels and Medin (2007) went on to 
show that reframing the response alternatives so that 
they defl ect attention away from the action itself to 
the consequences (by having subjects choose from a 
list of alternatives the maximum number of species 
living downstream they would be willing to kill by 
opening the dam to save the twenty species at risk) 
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leads people with PVs to become more quantity sen-
sitive, and less likely to show an omission bias than 
those without PVs. It seems as if the moral issue at 
stake is more central for people with PVs, and that 
they show amplifi ed reactions in whatever direction 
their attention is steered by the task at hand (but 
see Baron & Ritov, 2009). In general, research on 
sacred and protected values provides an interesting 
test case showing that theories of moral judgments 
need to combine domain-specifi c cognitions (e.g., 
moral values) and domain-general mechanisms 
(e.g., attention).

Conclusions and Future Directions
Th e recent close cooperation both within psy-

chology and across diff erent disciplines has led to 
numerous new insights about morality. Summarizing 
the research from the viewpoint of a cognitive psy-
chologist, three general research foci can be iden-
tifi ed. First, many researchers have been interested 
in exploring the role of emotions and aff ects in 
moral judgments (see sections on “Emotion-based 
Th eories” and “Dual-Process Th eory”). Th is interest 
was initially motivated by a critique of previous par-
adigms (e.g., Kohlberg, 1981) in which conscious 
reasoning and rational deliberations were given a 
central place. In contrast, the more recent research 
has shown that many judgments are based on intu-
itions that are unconsciously elicited and are often 
accompanied by aff ects and emotions. Th e exact 
role of emotions is still not entirely clear. Emotions 
may precede or follow judgments, they may be con-
stitutive for judgments, or they may be independent 
of rational judgment processes. A likely outcome 
of this debate may be that all of these possibilities 
occur, although we still need to know the boundary 
conditions of the diff erent possibilities.

Second, the research on intuitions and emotions 
has largely addressed the global question of how 
reasoning and emotions in general are interrelated, 
but it has neglected the issue how specifi c intuitive 
judgments are caused. Th us, based on this research 
it is often impossible to make specifi c predictions 
about judgments for specifi c moral issues. Th e 
research has frequently been abstractly organized 
around a dichotomy between conscious reasoning 
and unconsciously elicited intuitions, which may 
have led to a neglect of research about the cognitive 
processes eliciting intuitions. In cognitive psychol-
ogy, very few processes, not even logical reasoning 
and problem solving, are considered under full 
conscious control (see Evans, Chapter 8). Rather, 

cognitive theories specify the often unconscious 
information processing steps leading from an elicit-
ing situation to a judgment. Although we still know 
little about these processes, some researchers have 
made progress in recent years specifying moral rules 
(e.g., doctrine of double eff ect) or moral heuristics 
underlying the appraisal of moral scenarios.

Th ird, an overarching question motivating most 
research on moral judgment is whether moral cog-
nitions are special, or whether they represent just 
specifi c contents that otherwise can be handled by 
domain-general theories. Th e present research sug-
gests that there is no innate specialized module 
devoted to morality that is encapsulated from other 
cognitive processes. Many studies that were motivated 
by domain-general theories, for example, behav-
ioral economics, judgment and decision-making 
theories, or attention theories, have shown that 
moral reasoning is not an isolated process but rather 
recruits domain-general processes that may lead to 
phenomena also found in other domains. On the 
other hand, a full reduction of moral cognitions to 
general cognitions also seems implausible. Moral 
judgments use moral rules, moral values, or norms 
that have characteristics that diff er from the gen-
eral class of rules. Th ey are typically accompanied 
by strong aff ect and emotions, which endow them 
with a force that goes beyond general conventional 
norms. Moral rules or norms are typically viewed as 
authority independent, as ends that have to be hon-
ored, as particularly important, and by some people 
as universally valid. Th us, there is a consensus in the 
literature that humans are born with dispositions 
to honor norms that manifest themselves in moral 
judgments. Whether beyond the general capacity to 
acquire norms, there is also an innate capacity that 
predisposes humans to acquire specifi c moral rules, is 
an open question that is currently strongly debated.

In this review, we concentrated on research about 
explicit judgment tasks. Some researchers have 
questioned whether studying isolated judgments, 
especially with controlled experimental tasks, is 
ecologically valid (Gigerenzer, 2010). Our position 
is that we should not primarily study moral judg-
ments to predict behavior, but rather to understand 
how people judge what is right or wrong. People’s 
opinions about moral issues, such as abortion, capi-
tal punishment, health, or food, are important fac-
tors shaping our society. However, it can be argued 
that implicit judgments are also refl ected in actions. 
Although it is well known that moral judgments are 
not strongly correlated with corresponding actions, it 
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is interesting to compare explicit with more implicit 
moral evaluations. Th ere are several interesting lines 
of research investigating actual behaviors that can 
be viewed as indicators of implicit moral judgment. 
For example, it has been shown that people para-
doxically feel licensed to behave in morally dubious 
ways (e.g., cheating, lying, not donating to charity, 
or making uncooperative decisions) when they have 
activated a particularly positive view of their moral 
self (Mazar, Amir, & Ariely, 2008; Mazar & Zhong, 
2010; Sachdeva, Iliev, & Medin, 2009). Conversely, 
they feel compelled to act particularly morally when 
their moral self-image is threatened (“moral cleans-
ing behavior,” see Sachdeva et al., 2009; Tetlock et 
al., 2000), demonstrating the importance of self-
regulatory processes for implicit judgments under-
lying moral behavior. People’s implicit judgments 
concerning issues of fairness, altruism, cooperation, 
and punishment have also been assessed using behav-
ioral measures. Fairness has been extensively inves-
tigated in simple bargaining games, primarily in the 
Ultimatum and Dictator Games, which investigate 
when subjects would reject unfair distributions of 
goods even when this implies that they would not 
get anything (e.g., Camerer, 2003; Camerer & 
Smith, Chapter 18). Common good games, which 
study individuals competing with other members of 
a group for common resources, have been used to 
obtain behavioral measures of cooperation, defec-
tion, and punishment (e.g., Fehr & Gächter, 2000). 
Th ere is also a huge literature on altruism and proso-
cial behavior (see Batson, 2011).

We have seen that, although there seems to be an 
explosion of research on morality in recent years, 
many questions remain unanswered. Here we just 
list a few of these questions that seem particularly 
pressing from the viewpoint of cognitive psychol-
ogy. For example, we know very little about the 
appraisal processes leading to moral judgments. 
Most of the theories dealing with appraisal have 
been developed in the context of very limited para-
digms (e.g., trolley problems), so that the generality 
of these theories is unknown. Moreover, oversimpli-
fi ed theories of the representation of moral norms 
have postulated rules that seem to only superfi cially 
fi t the investigated task. “Do no harm,” for example, 
is certainly a rule that often seems plausible, but it 
does not capture the context sensitivity that people’s 
judgments display. Th us, if a rule-based account 
is chosen, a much more complex system of rules 
needs to be specifi ed, which includes boundary 
conditions and exceptions. Moreover, if research on 

categorization is taken as a model (see Rips et al., 
Chapter 11), we need to ask whether rules are the 
only plausible format for the representation of 
moral knowledge or whether other representational 
devices, such as exemplars, prototypes, schemas, or 
analogies, also play a role.

We expect more research concerning the interplay 
of domain-general and domain-specifi c process in 
moral judgments. As the research on trolley dilem-
mas (see section on “Moral Dilemmas”) shows, it 
seems necessary to negotiate the relative role of these 
processes for each target problem separately. Th ere 
has been a tendency in the fi eld to overstate fi ndings 
as evidence for the use of grand philosophical posi-
tions. In our view, it seems implausible to argue that 
a sociopath reasons like a consequentialist when a 
much simpler account can be found. Th e fact that 
somebody fi nds smothering a baby abhorrent, or 
that somebody fi nds it preferable that one person 
instead of 1,000,000 people dies, does not turn this 
person into a deontologist or a consequentialist. 
It seems more plausible to pinpoint the reason for 
diff erent judgments on more local factors, such as 
selective attention to specifi c aspects of a situation 
or defi cits of aff ective processing.

Our review was largely limited to studies focus-
ing on Western moral norms (e.g., prohibition of 
harm), which have been central in studies on the 
cognitive and aff ective foundations of moral judg-
ment. Th e explanation for this one-sidedness is 
that both researchers and research subjects typically 
have a Western background (Henrich, Heine, & 
Norenzayan, 2010). Although anthropology has col-
lected massive evidence showing that there is more 
to morality than concerns about harm or fairness/
justice, most of this research so far is descriptive. 
We know that other cultures often endorse other 
norms, but we do not know how moral cognitions 
in other societies diff er from ours. Do people in 
other cultures employ the same cognitive processes 
but invoke diff erent moral rules, or are the cognitive 
processes underlying judgments diff erent in other 
cultures? Th e most likely answer is that both pos-
sibilities may turn out to be true. If specifi ed very 
abstractly, a process such as attentional focus will 
certainly infl uence judgments in diff erent cultures, 
although the target of the focus will of course shift. 
On the other hand, we do not know whether gen-
eral regularities that go beyond specifi c rules but are 
less abstract than attention universally play a simi-
lar role. For example, the section on “Th e Role of 
Intention” highlighted the role of intention in moral 
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blame. An interesting question might be whether 
intentional attributions and the weighing of inten-
tions are similar in diff erent domains and in dif-
ferent cultures. In sum, moral cognitions are most 
certainly an interesting topic for future research, but 
we have only started to understand this fascinating 
competency.
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